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10 ABSTRACT: Energy transfer from plasmonic nanoparticles to semi-
11 conductors can expand the available spectrum of solar energy-harvesting
12 devices. Here, we spatially and spectrally resolve the interaction between
13 single Ag nanocubes with insulating and semiconducting substrates using
14 electron energy-loss spectroscopy, electrodynamics simulations, and
15 extended plasmon hybridization theory. Our results illustrate a new way
16 to characterize plasmon−semiconductor energy transfer at the nanoscale
17 and bear impact upon the design of next-generation solar energy-harvesting
18 devices.
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20 Localized surface plasmon resonances (LSPRs), the
21 collective and coherent optical-frequency excitations of a
22 metal nanoparticle’s conduction band electrons, can localize
23 light below the diffraction limit and generate intense electric
24 near-fields.1 This unique property has been exploited in
25 applications ranging from single-molecule spectroscopy2 to
26 molecular sensing3 and photothermal cancer therapy.4 Beyond
27 these applications, plasmonically active nanoparticles have been
28 incorporated in the design of photovoltaic (PV) and photo-
29 catalytic devices, where they have been shown to enhance solar
30 energy-harvesting efficiency.5−21 The rate-limiting step of any
31 semiconductor-based PV device is the conversion of solar
32 energy into electron−hole pairs, which in a traditional solar cell
33 is dictated by the direct interaction of light with the
34 semiconductor. The addition of plasmonic nanoparticles adds
35 an intermediary between the light and semiconductor, thereby
36 opening new energy-harvesting pathways.
37 The interaction of metal nanoparticles with a dielectric
38 substrate serves as a model for understanding the flow of
39 plasmonic energy in solar devices. Experiments on related
40 systems have shown that the addition of plasmonic nano-
41 particles improves the efficiency of solar light-harvesting via one
42 or more of the following mechanisms: (1) the LSPR excitation
43 leads to an increase in path length for incoming light via
44 scattering, thereby increasing the probability of photon
45 absorption by the substrate;10−12 (2) energy transfer from the
46 decay of an LSPR directly creates an electron−hole pair in the

47neighboring semiconductor, a process known as plasmon-
48induced resonant energy transfer (PIRET);13−16 or (3) direct
49electron transfer (DET) from the nanoparticle to the
50substrate,14−17,21−27 in which an LSPR decays, through Landau
51damping,25,28 into an energetic electron (a so-called “hot”
52electron) that may then scatter into the semiconductor if it has
53sufficient energy. Though hot electrons carry energy away from
54the metal, it is not solely an energy transfer mechanism since it
55includes electron transport from the metal to the neighboring
56semiconductor and therefore leads to a change in the number
57of charge carriers. However, for the purpose of the work
58presented here, this distinction is of no consequence, and we
59refer to both as energy transfer pathways. Both PIRET and
60DET stem from the LSPR−substrate coupling and constitute
61light-harvesting mechanisms absent in nonplasmonic PV
62devices. These mechanisms can be further divided into radiative
63and nonradiative contributions; mechanism 1 involves the
64absorption of solar radiation by the semiconductor and is only
65effective for photon energies above the semiconductor band
66gap, while mechanisms 2 and 3 involve solar photons with
67energies below or above the band gap.14,15 Mechanisms 2 and 3
68are of particular interest and importance as they expand the
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69 solar spectrum available for energy conversion. However,
70 despite its importance, little is known about how energy
71 transfer operates at the nanoscale, particularly at the level of a
72 single nanoparticle and its supporting substrate.
73 The Ag nanocube on a dielectric substrate29−35 is a model
74 system for the study of energy transfer in single nanoparticle−
75 semiconductor systems, as both theory and experiment
76 demonstrate that the LSPR mode structure of cubes is highly
77 sensitive to changes in the dielectric environment.34 The free-
78 space LSPR modes of a Ag nanocube concentrate surface
79 charge on the cube corners (corner modes), edges (edge
80 modes), and faces (face modes).33 In vacuum, the lowest
81 energy plasmon eigenmodes of the nanocube are the corner

f1 82 dipole (D0) and corner quadrupole (Q0) modes (Figure 1a). In
83 the presence of a substrate the reduced symmetry allows the
84 mixing of D0 and Q0 through the image response of the
85 substrate, resulting in new hybridized modes D and Q. These
86 renormalized modes are linear combinations of the free-space
87 modes and range in character from D0 and Q0 dominated to
88 surface charge distributions that are fully substrate- or vacuum-
89 localized (Figure 1a). This localization effect, which is closely
90 related to the plasmonic Fano interference effect, has been the
91 focus of an intense research effort in recent years.34−42 As the
92 dielectric constant of the substrate is increased, D exhibits
93 stronger substrate localization while Q exhibits stronger
94 vacuum localization.34

95 The substrate-localized D mode, which confines the surface
96 charge to the cube@substrate interface, is an ideal candidate for
97 the study of energy transfer. For PIRET, the substrate-localized
98 D mode provides the strongest possible coupling between the
99 LSPR and the induced electronic dipole moment of the
100 semiconductor. For DET, the D mode ensures the close
101 proximity of any hot electrons born from the decay of an LSPR
102 to the cube@substrate interface. In contrast, the vacuum-
103 localized Q mode does not strongly interact with the substrate
104 as the surface charge for this mode is localized far from the
105 substrate, allowing us to focus only on the behavior of the D
106 mode.
107 If plasmonic nanoparticles are going to be efficiently
108 implemented in PV designs,23 the ability to characterize the
109 near-field signature of energy transfer must be refined. In this

110paper, we present the first nanoscopic view of energy flow
111between single, well-characterized Ag nanocubes and their
112underlying substrates via electron energy-loss spectroscopy
113(EELS) performed in a scanning transmission electron
114microscope (STEM). In particular, we provide a method for
115obtaining the spatial profile of energy transfer on the nanocube.
116As PIRET and DET can occur simultaneously, we vary the
117optical and electronic properties of the substrate to isolate these
118respective energy transfer mechanisms. This is accomplished by
119synthesizing nanocubes with nearly identical dimensions and
120repeating the experiment on three different substrates: one
121insulating substrate, silicon dioxide (SiO2), and two semi-
122conducting substrates, crystalline boron phosphide (BP) and
123amorphous silicon (a-Si).43 When the experimental observa-
124tions are taken together with an extended plasmon hybrid-
125ization model44,45 (Supporting Information) and full-wave
126EELS simulations via the electron-driven discrete dipole
127approximation (e-DDA),46,47 the spatial and spectral signatures
128of energy transfer are revealed. Previous experimental studies of
129plasmonic energy transfer have commonly relied on optical
130spectroscopy16,22,48 using far-field light and are restricted by the
131diffraction limit. In contrast, the high degree of spatial and
132energy resolution provided by STEM/EELS allows us to
133observe energy transfer at the nanoscale. This work provides
134the first near-field characterization of energy transfer on well-
135characterized nanoparticle systems and expands our basic
136understanding of the LSPR−semiconductor interaction, facili-
137tating the design of future high-efficiency plasmon-enhanced
138solar energy-harvesting devices.
139The experimental setup is described schematically in Figure
1401b. EELS experiments are carried out in a monochromated Carl
141Zeiss LIBRA 200MC (S)TEM operated at 200 kV. A region of
142interest (ROI) consisting of 900 pixels (1 pixel ∼ 4 nm × 4
143nm) is defined over the tilted cube@substrate system, and EEL
144spectra are acquired pixel by pixel while the focused electron
145probe is rastered over the ROI. Tilting the cube@substrate
146system allows us to selectively excite the corner D mode,
147reducing the contribution from admixtures with edge and face
148modes.33 Selective excitation is possible because the D mode is
149the lowest energy mode and is well separated from the higher
150energy modes. As long as the tilting angle accomplishes

Figure 1. Correlation diagram of substrate-induced LSPR hybridization in the cube@substrate system and EELS experimental setup. (a) Diagram of
substrate-induced LSPR hybridization of a Ag nanocube. The evolution of the surface charge distributions of the D and Q eigenmodes of the
nanocube is schematically displayed as a function of increasing substrate dielectric constant. (b) Experimental EELS setup. The electron beam
independently addresses the proximal and distal corners of the nanocube by tilting the composite system. The substrate is probed at a beam position
far from the nanocube.
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151 isolation of the D mode, it has no further impact on the
152 experiment. Difficulties related to finding cube@substrate
153 systems with similar substrate thickness, cube size, and low
154 contamination levels make tilting each system to the same angle
155 impractical.
156 To explore a variety of optical and electronic properties, we
157 utilize both commercial and in-house fabricated TEM
158 membranes. The employed substrates and their selected

t1 159 properties are listed in Table 1.49−58 The SiO2 membrane is

160 a commercial product widely used for TEM. BP and a-Si
161 membranes are fabricated via conventional TEM specimen
162 preparation procedures.59 The edge lengths of the studied Ag
163 nanocubes range from 71 to 77 nm. Details about substrate

164preparation, characterization, and planview TEM images of the
165studied cubes can be found in the Supporting Information.
166The EEL spectra, Z-contrast images, and EEL probability
167 f2maps of the cube@SiO2/BP/a-Si systems are shown in Figure
168 f22. Figure 2a displays EEL spectra acquired at the proximal and
169distal corners of the cube. The EEL spectra acquired far from
170the cube are also included to show the background signal due
171to the substrate. Figure 2b is a collection of Z-contrast images
172of the tilted cube@SiO2/BP/a-Si systems, in which the
173background color is tuned from black to red, green, and blue,
174respectively, to increase the visibility of the cube edges. Figures
1752c,d show the EEL probability map at the resonance energies of
176D and Q (ED and EQ) over the spatial ROI, showing the spatial
177distribution of the EEL probability.
178The EEL probability maps (Figure 2c,d) for the cube@SiO2

179system are in agreement with previous studies of cube@
180insulator systems,29−34 showing substrate- and vacuum-local-
181ization for the D and Q mode, respectively. Interestingly, both
182D-mode maps (Figure 2c) for the cube@BP and cube@a-Si
183systems exhibit almost zero EEL probability near the proximal
184corners, in sharp contrast to the substrate localization seen in
185the cube@SiO2 system. As will be demonstrated in the
186following, we interpret the low EEL probability of the D
187mode at the proximal corners in the cube@BP and cube@a-Si
188systems as a near-field signature of energy transfer.

Table 1. Selected Properties of Employed Substrates49−58

substrate ε1
a ε2

a Eg
b (eV) Eopt

c (eV) td (nm)

SiO2 2.3 0 9.0 10.6 30
BP 9.6 0 2.1 4.3 38
a-Si 17.5 3.4 1.7 1.7 26

aε1 and ε2 are the real and imaginary parts of the dielectric constant at
633 nm, respectively. bEg is the band gap of the substrate material.
cEopt is the optical or the lowest direct band gap of the substrate
material. dt is the calculated substate thickness (Supporting
Information).

Figure 2. EEL spectra, Z-contrast images, and EEL probability maps. (a) EEL spectra acquired at the proximal (solid lines) and distal (dotted lines)
corners of the cube, and substrate (dashed lines), as described in Figure 1b. These spectra are normalized by corresponding zero-loss intensities. The
impact parameter for the proximal and distal EEL spectra is approximately 1 pixel (4 nm) from the cube surface in all cases. The substrate EEL
spectra are acquired at a beam position far from the cube. ED and EQ denote the resonant energies, while Γ denotes the line width of the D mode. (b)
Z-contrast images of the tilted cubes. The solid lines represent the cube edges that are visible when viewed into the page, whereas the dashed lines
represent cube edges that are blocked in the viewing direction. (c, d) Experimental D- and Q-mode EEL probability maps generated by plotting the
spectral intensity over the ROI at ED (c) and EQ (d). The proximal and distal faces are shown in the maps. The near-zero EEL probability in the D-
mode map at the cube@BP and cube@a-Si interfaces is a signature of energy transfer to the substrate.
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189 As was mentioned above, only the substrate-localized D
190 mode significantly contributes to energy transfer, making the Q
191 mode irrelevant to the subsequent discussion. However, as can
192 be seen in Figure 2a, the Q mode is a prominent feature in the
193 distal EEL spectra. For this reason, we include the Q-mode
194 maps to show consistency between our work and previous
195 studies.31−34 To gain a metric for energy transfer, we fit the
196 lowest energy peak in each distal EEL spectra to obtain an
197 empirical measure of the D-mode line width, Γ (Figure 2a).
198 We begin by exploring theoretically the signature of PIRET
199 in the D-mode map (Figure 2c). PIRET arises from the near-
200 field coupling between a metal nanoparticle LSPR and an
201 adjacent semiconductor and is similar to the well-studied
202 Förster resonant energy transfer (FRET) mechanism.14,16 The
203 plasmonic dipole moment induces a transition dipole moment
204 in the nearby semiconductor, which, through induced dipole−
205 dipole coupling, results in the decay of an LSPR into a bound
206 electron−hole pair in the substrate.13−16

207 To understand how the EEL probability map and EEL
208 spectra of the D mode is affected by PIRET, we now construct
209 two different theoretical models. First, we calculate the D-mode
210 map and EEL spectra of a model cube@substrate system using
211 e-DDA simulations. The optical response of the cube is
212 parametrized by experimental dielectric data for Ag,60 while the
213 substrate is characterized by a Lorentz oscillator dielectric
214 function ε(ω;Eopt/ℏ), with an optical band gap energy of Eopt

215 and a driving frequency of ω. This model allows us to
216 selectively turn the PIRET pathway on and off by changing the
217 value of Eopt. To model a semiconductor (PIRET on), we set
218 Eopt ≃ ED, and to model an insulator (PIRET off), we set Eopt

219 ≫ ED. The resulting D-mode maps for both systems are shown
f3 220 in Figure 3a. In the cube@insulator map, we find high EEL

221 probability at the proximal corners of the cube, consistent with
222 the cube@SiO2 D-mode map (Figure 2c). In the cube@
223 semiconductor map, we observe a significant reduction of EEL
224 probability near the substrate, indicating energy transfer. This is
225 in contrast to the cube@insulator map, but in qualitative
226 agreement with the cube@BP/a-Si D-mode maps (Figure 2c).
227 The difference in intensity in the D-mode maps for the model
228 system shows that in the case of PIRET the EEL probability
229 map is correlated with the spatial profile of energy transfer. In
230 addition to this decrease in intensity, we also see an increase in
231 line width in the corresponding EEL spectra (Figure 3b),
232 suggesting that line width broadening is also associated with
233 energy transfer.
234 Second, we develop an extended plasmon hybridization
235 model44,45 (Supporting Information) to describe the above-
236 mentioned cube@semiconductor system, giving an analytical
237 understanding of how the D-mode line width is related to
238 PIRET. Within this model, we keep Eopt constant and treat ℏω
239 = ED as a free parameter. This allows us to estimate the overall
240 amount of line width broadening due to PIRET. The LSPR
241 dipole moment is modeled as a damped harmonic oscillator
242 being driven self-consistently by the image response of the
243 substrate. The substrate-dressed damping coefficient of the
244 LSPR oscillator is equal to the hybridized D-mode line width
245 ΓH, which, in the limit of full hybridization (Figure 1a), takes
246 the form
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248Here, Q is the quality factor of the cube@insulator D mode, αsp
249is the static polarizability of the cube, d is the distance between
250the LSPR and its image in the substrate, and ΓI is the cube@
251insulator D-mode line width discussed above (PIRET off),
252which serves as a baseline to estimate PIRET-induced line
253width broadening. Equation 1 is plotted in Figure 3c as a
254function of ED and has a resonance when ED ≃ Eopt. This
255resonance corresponds to a maximum amount of line width
256broadening due to PIRET and therefore a maximum amount of
257energy transfer from the cube to the semiconductor. As is
258shown in Figure 3c, the amount of PIRET-induced line width
259broadening predicted in the analytical model is in good
260agreement with the e-DDA simulations of the model cube@
261substrate system described above (Figure 3b). The conclusions
262drawn from both approaches are that the intensity reduction in
263the D-mode map at the proximal corners of the cube and the
264associated line width broadening in the EEL spectrum are

Figure 3. Theoretical study of the effect of PIRET on D-mode map,
EEL spectra, and line width. (a) Simulated D-mode EEL probability
map for the cube@insulator (PIRET off, upper panel) and cube@
semiconductor (PIRET on, lower panel) model systems. The cube@
insulator system (Eopt ≫ ED) shows highest EEL probability at the
proximal corners of the cube (substrate localization). The cube@
semiconductor system (Eopt = 2.75 eV) shows a sharp reduction in
EEL probability at the proximal corners, a signature of energy transfer
and consistent with the experimental observations. The white lines are
outlines of the cube and the substrate. (b) Simulated EEL spectra for
cube@insulator and cube@semiconductor systems for a proximal
beam position. The difference in line width between the PIRET off
(red curve) and PIRET on (green curve) spectra is due to energy
transfer. The D-mode line width for the cube@semicondictor system
(ΓS = 290 meV) is approximately 3 times greater than the cube@
insulator D-mode line width (ΓI = 105 meV); this effect is
accompanied by a drop in EEL probability intensity. (c) Extended
plasmon hybridization model of the D-mode line width (ΓH) is plotted
as a function of ED for PIRET off (red curve) and PIRET on (green
curve). At Eopt ≃ ED, the PIRET on system exhibits the maximum
amount of line width broadening due to PIRET. The line width
predicted by the hybridization model is in good agreement with the
simulation results shown in (b); the green and red dots correspond to
the simulated D-mode energies for PIRET on and PIRET off,
respectively.
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265 signatures of PIRET. Though neither the classical e-DDA
266 simulations nor the analytical model take the quantum-
267 mechanical DET mechanism into account, it is known to lead
268 to a similar line width broadening.22

269 In the DET process, hot electrons are generated through the
270 Landau damping of LSPRs,25 with a resulting electron energy
271 distribution centered about the resonance energy of the
272 plasmon.61 These nascent hot electrons may then scatter into
273 the conduction band of the nearby semiconductor if they have
274 sufficient energy to overcome the Schottky barrier (Φb).

23 The
275 difference in energy between the LSPR and the Schottky barrier
276 (Φb) determines whether or not DET can occur,7−9,18 and the
277 “hotter” an electron is with respect to Φb, the higher the
278 probability that it will scatter into the semiconductor. For the
279 cube@substrate systems considered here, it is the decay of the
280 D mode that provides the flux of hot electrons, and the energy
281 difference Δ = ED − Φb determines the likelihood of DET. We
282 assume DET to be an open channel if Δ is positive.
283 We summarize the available energy transfer pathways for all

f4 284 three cube@substrate systems in Figure 4. The cube@SiO2
285 system is not expected to exhibit energy transfer since it is an
286 optically transparent large band gap insulator (Eopt ≫ ED, Δ =
287 −0.7 eV). The cube@BP system is particularly interesting as BP
288 is transparent at optical frequencies (Eopt > ED); i.e., it has a
289 static dielectric response, leaving DET as the only open energy
290 transfer pathway. Furthermore, ΔBP = +2.9 eV suggests that
291 DET will be an efficient channel. The cube@a-Si system has
292 both energy transfer pathways open as a-Si has a small optical
293 band gap (Eopt < ED) and a value of Δa‑Si = +1.7 eV.
294 With the theoretical descriptions of energy transfer in mind,
295 we return to the analysis of the data. As expected, the cube@
296 SiO2 system shows a clearly substrate-localized D mode (Figure
297 2c). The lack of energy transfer in the cube@SiO2 system
298 provides a baseline from which to compare other config-
299 urations. The energy transfer supporting systems, cube@BP
300 and cube@a-Si, show highly damped D-mode maps with near-
301 zero EEL-probability at the proximal corners of the cubes. This
302 is a signature of energy transfer and allows us to determine
303 where the energy transfer occurs with nanoscale spatial
304 resolution. To our knowledge, this is the first report of the
305 STEM/EELS spatial mapping of energy transfer in coupled
306 LSPR−semiconductor systems.
307 To further interpret these observations, we compute the EEL
308 spectra using e-DDA for both the cube@BP and cube@a-Si
309 systems (Supporting Information Figure 5) and obtain the

310simulated values of Γ = 330 meV for BP and Γ = 410 meV for
311a-Si. The dielectric data for both Ag60 and substrate
312materials56−58 are taken from experiments. The simulation
313results are less than half the value obtained from experiment (Γ
314= 760 meV for BP, Γ = 900 meV for a-Si). Since the PIRET
315pathway is accounted for in the classical e-DDA simulations, we
316attribute the large difference in line width between theory and
317experiment to DET. This suggests that the DET channel plays
318a dominant role in both systems, even though the cube@a-Si
319system has both channels open. This conclusion is supported
320by the excellent agreement between the full wave e-DDA
321simulations and the experimental EELS data in the cube@SiO2
322system, where all energy transfer channels are closed (compare
323Γ = 700 meV from experiment to Γ = 670 meV from
324simulation). The results for BP suggest that optically
325transparent materials could be used to fabricate PV devices
326that rely solely on plasmonic energy transfer via DET, in
327contrast to the usual electron−hole pair generation mechanism
328found in traditional devices.
329The approach presented here can be extended in many
330directions beyond solar devices. For example, the semi-
331conductor can be replaced with redox-active molecules,
332harvesting the hot electrons produced by the nanoparticle to
333drive plasmon-assisted catalysis. The localization of the D and
334Q modes could be exploited to act as an energy transfer switch
335by tuning the excitation energy, for example, in a semi-
336conductor/cube/semiconductor interface. The nanocube shares
337a flat surface with the adjacent semiconductor and other
338geometries such as disks, truncated spheres, or pyramids should
339be explored to further understand the role of contact area in
340DET. In this same vein, this work can be extended to
341investigate the dependence of LSPRs on nanoparticle geometry
342to determine the role of morphology in energy transfer, a task
343to which EELS is well suited. Additionally, the dependence of
344energy transfer pathways on the surface electronic structure of
345doped semiconductors can be optimized.
346In conclusion, we have demonstrated the ability of STEM/
347EELS experiments to elucidate the nanoscopic flow of energy
348from a light-harvesting plasmonic nanostructure into its
349semiconducting substrate. We correlated our experiments
350with full-wave electrodynamics simulations and extended
351plasmon hybridization theory to demonstrate that the EEL
352probability map can provide a spatial profile of energy transfer
353at the single-particle level. The work presented here provides
354researchers with new methods to probe competing energy

Figure 4. Band diagrams and available energy transfer pathways for cube@SiO2/BP/a-Si systems. The cube@SiO2 system (left) has both DET and
PIRET channels closed due to the insulating properties of SiO2. Φb is the Schottky barrier and denoted by a black dot in each system. The cube@BP
system (center) has DET open (Δ = +2.9 eV) but PIRET closed because of the negligible absorbance of BP in the optical range. The cube@a-Si
system (right) has both DET (Δ = +1.7 eV) and PIRET channels open.
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355 transfer mechanisms in hybrid nanoparticle@semiconductor
356 systems. The fundamental understanding of plasmonic energy
357 transfer that we provide will help improve the efficiency of
358 future PV and photocatalytic devices.
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